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COMMENTARY

Introduction

This commentary presents initial concepts and content that 
the Steering Committee feel may be important to a draft 
Code of Conduct framework for use in the development 
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In just the year prior to this commentary’s publication, the 
landscape has changed. Advanced predictive and generative 
AI and language models have appeared across multiple ap-
plication domains, including the rapid evolution and diffusion 
of large language models (LLMs), such as ChatGPT by Open 
AI which was made publicly available in 2022. Just as AI tech-
nologies are rapidly advancing, it is essential that health sys-
tem stakeholders—individually and collectively—rapidly learn, 
adapt, and align on necessary guardrails responsible use of AI 
in health, health care, and biomedical science (Hutson, 2022). 
This imperative is consistent with the LHS, with core principles 
building upon the landmark publications, To Err is Human (IOM, 
2000) and the Crossing the Quality Chasm Series (IOM, 2001), 
which identifi ed quality health care as that which is: safe, ef-
fective, patient-centered, timely, effi cient, and equitable. These 
principles have been expanded over a dozen years to embrace 
both health and health care, and add the critical care elements 
of transparency, accountability, and security. In addition to es-
tablishing common ground in a fragmented ecosystem, the core 
LHS principles also serve as a framework for increasing system 
trust, including in health AI.

The rapidly expanding use of AI in health, health care, and 
biomedical science amplifi es existing risks and creates new ones 
across the health and medicine sectors from research to clinical 
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Technology companies; health-focused coalitions; research-
ers; and local, national, and international governmental agen-
cies have published guidance on responsible AI, but these ef-
forts have not yet been harmonized or compared for overlap 
and completeness. With momentum building around the use 
of AI and demand for guardrails in the health sector, the value 
and critical nature of stakeholder alignment is clear (Dorr et al., 
2023). This moment presents a unique opportunity for the health 
care community, within the context of a competitive marketplace, 
to act collectively and with intention to design the future of health, 
health care, and biomedical science in the era of AI. Alignment 
and transparent rapid cycle learning is necessary to realize the 
promise and avoid the peril associated with AI in the health sec-
tor. This collective effort is aligned with and complementary to 
related efforts across the fi eld of health, including NAM conven-
ings to address LLMs in health care, and will serve as the founda-
tion for ongoing work to provide more detailed guidance on ac-
countability and priorities for centralized infrastructure needed to 
support responsible AI.

Overview of the Literature and Published 
Guiding Principles

In recognition of the importance of building on previous ef-
forts to defi ne key principles to ensure trustworthy use of AI in 
the health ecosystem, the editors of this publication conducted 
a landscape review of existing health care AI guidelines, frame-
works, and principles. A 2022 systematic literature review by 
Siala and Wang (2022) identifi ed fi ve key characteristics of 
socially responsible AI: human-centeredness, inclusiveness, fair-
ness, transparency, and sustainability. This 2022 framework was 
then compared with 56 documents drawn from 3 core domains 
to identify similarities and gaps: scientifi c literature published 
between 2018–2023 that focused on responsible AI principles; 
guidance developed by medical specialty societies for physi-
cians using AI; and frameworks, policies, and guidance issued 
by the federal government through May 2023, including the 

foundational National Institute of Standards and Technology AI 
Risk Management Framework (National Institute of Standards 
and Technology, 2023). 

As the editors synthesized content extracted from the 56 pub-
lications, 2 consistent elements emerged: fairness and transpar-
ency were well-represented across the reviewed documents, 
but inclusiveness, sustainability, and human-centricity were not. 
Importantly, this review revealed that while the 2022 functional 
framework established a necessary baseline, it omitted or pro-
vided inadequate attention to themes that are essential to a for-
ward-looking evaluation of guiding principles for the LHS and 
ethical AI, including accountability, data protection, ongoing as-
sessment, and safety. This review therefore identifi ed the follow-
ing Code Principles based on the core LHS principles: engaged, 
safe, effective, equitable, effi cient, accessible, transparent, ac-
countable, secure, and adaptive. These core LHS principles 
defi ne the agreed upon values and norms required to demon-
strate trustworthiness between and among the participants in the 
health system; the trust, in turn, is foundational and embedded in 
the LHS.

One relevant additional feature was identifi ed for inclusion by 
this review—international guidance and regulation—given that 
AI built by global companies will be used inside and outside 
the United States, and so four additional documents were also 
reviewed: international guidance on responsible AI from the 
World Health Organization, United Nations, European Union, 
and the Organisation for Economic Co-operation and Develop-
ment (High-Level Expert Group on AI, 2019; Organisation for 
Economic Co-operation and Development, 2023; United Na-
tions System, 2022; World Health Organization, 2021). The 
principles presented in these documents were also compared to 
the 2022 framework. The principles in the international publica-
tions did align with the Code Principles, but also included envi-
ronmental protection or effi ciency, which is not present in the 56 
U.S.-focused publications but is clearly an important consider-
ation moving forward. 

BOX 1 | Description of Complex Adaptive Systems Theory for Health Care

In the complex adaptive health care system, interdependent elements (e.g., patients, clinicians, policies, and organizations—
including hospitals, clinics, payers, pharmacies, and regulators) act independently, making decentralized decisions. 

These decisions may be impacted by external factors and create feedback loops or result in nonlinear impacts (e.g., small 
changes lead to disproportionate effects), resulting in emergent system behaviors. That is, the system experiences outcomes or 
emergent behaviors that are not solely attributable to the actions of single actor but rather to the interaction of system elements. 

However, simple rules implemented locally may amplify outcomes at the system level due to feedback loops and non-linear 
interactions. Small changes made by individual elements can cascade through the system, resulting in signifi cant changes in 
overall behavior or system state.
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Landscape Review Gaps and Opportunities

Among the 60 publications reviewed, 3 areas of inconsistency 
were identifi ed: inclusive collaboration, ongoing safety assess-
ment, and effi ciency or environmental protection. These issues 
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1. Solicit key stakeholder feedback and public comment on 
the draft Code of Conduct Framework’s Code Principles 
and Code Commitments for incorporation into a fi nal 
publication.

2. Convene working groups representing critical contribu-
tors to ensuring responsible AI in health, health care, and 
biomedical science. Each group will defi ne the expected 
behaviors (conduct), accountabilities, and relationships 
to other key stakeholders throughout each stage of the AI 
life cycle. Upon completing this group work, cross-cutting 
reviews from experts in equity and ethics; workforce and 
clinician well-being; quality and safety; and individuals, 
patients, and clinicians will be solicited, and their feed-
back will be incorporated. The working groups will con-
sider how to address the required overall health system 
changes to realize the Code Commitments.

3. The draft Code of Conduct Framework’s Code Principles 
and Code Commitments will be tested by case studies be-
ginning with individuals and patient advocates, as well as 
health system and product development partners.

4. Key stakeholders involved in AI governance, including 
federal agencies with relevant responsibilities, profes-
sional societies, and related technology associations will 
be consulted.

5. An NAM Special Publication will be released, contain-
ing 1) the fi nal AI Code of Conduct framework, modeled 
on the LHS core principles, informed by public input, and 
vetted and co-created with the working groups and ex-
ternal consultations, and 2) recommended options for 
implementation, monitoring, and continuous improvement 
of the Code of Conduct framework. 

Conclusion 

After decades of progress toward a data-driven health system, 
advanced AI methods and systems present a new and impor-
tant opportunity to achieve the vision of a learning health system. 
These adaptive technologies also present risks, particularly when 
applied in a complex system, and therefore must be carefully 
and collectively managed. Based on a bounded review of the 
literature and guidance on responsible AI in health and health 
care, informed by ongoing dialogue with national thought lead-
ers, and mapped to the principles of the continuously learning 
health system, this paper proposes a harmonized draft AI Code 
of Conduct framework. The Code Principles and the proposed 
Code Commitments refl ect simple guideposts to guide and 
gauge behavior in a complex system and provide a starting 
point for real-time decision making and detailed implementa-
tion plans to promote the responsible use of AI. Engagement of 
all key stakeholders in the co-creation of this Code of Conduct 
framework is essential to ensure the intentional design of the fu-
ture of AI-enabled health, health care, and biomedical science 
that advances the vision of health and well-being for all. 
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